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Introduction: As artificial intelligence becomes increasingly explored in healthcare, its potential 
to influence nurses’ cognitive processes—including assessment, reasoning, and decision-mak-
ing—has garnered growing attention. Nevertheless, the extent to which these technologies effec-
tively support clinical judgment in nursing remains insufficiently understood, particularly 
regarding epistemological alignment, practical implementation, and documented outcomes. 
Objectives: To map and characterize the existing literature on how artificial intelligence tech-
nologies have been developed, implemented, or evaluated to support clinical judgment in nursing. 
Methodology: This scoping review follows the Joanna Briggs Institute guidelines and addresses 
the question: How has artificial intelligence been used to support clinical judgment in nursing 
practice? The search will include multiple international databases and grey literature, with no 
language restrictions, and will cover studies published from January 2015 to June 2025. Article 
selection will be based on predefined inclusion and exclusion criteria aligned with the Joanna 
Briggs Institute methodology. Eligible studies will include those involving nurses or nursing stu-
dents in which artificial intelligence supports cognitive, interpretative, or reasoning processes re-
lated to clinical judgment. The final review will be reported following the Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews guidelines. 
Conclusion: The proposed scoping review will systematically map and synthesize evidence on how 
artificial intelligence supports clinical judgment in nursing. It will analyze the types of artificial in-
telligence technologies used, the cognitive processes targeted, and the contexts of application. By 
identifying key findings and gaps, this review aims to clarify the potential of artificial intelligence to 
enhance nurses’ reasoning and decision-making, informing future research and practice. 
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INFORMAÇÃO DO ARTIGO  RESUMO 

Recebido 17 julho 2025 
Aceite 27 agosto 2025 

Introdução: À medida que a inteligência artificial é cada vez mais explorada nos cuidados de 
saúde, o seu potencial para influenciar os processos cognitivos dos enfermeiros — incluindo a 
avaliação, o raciocínio e a tomada de decisão — tem suscitado uma atenção crescente. No entanto, 
a medida em que estas tecnologias apoiam efetivamente o juízo clínico em enfermagem perma-
nece insuficientemente compreendida, particularmente no que diz respeito ao alinhamento epis-
temológico, à implementação prática e aos resultados documentados. 
Objetivos: Mapear e caracterizar a literatura existente sobre o desenvolvimento, implementação 
ou avaliação de tecnologias de inteligência artificial no apoio ao juízo clínico em enfermagem. 
Metodologia: Esta revisão de escopo segue as diretrizes do Joanna Briggs Institute e aborda a 
questão: De que forma a inteligência artificial tem sido utilizada para apoiar o juízo clínico na 
enfermagem? A pesquisa incluirá várias bases de dados internacionais e literatura cinzenta, sem 
restrições de idioma, abrangendo estudos publicados entre janeiro de 2015 e junho de 2025. A 
seleção seguirá critérios predefinidos alinhados com a metodologia Joanna Briggs Institute, in-
cluindo estudos com enfermeiros ou estudantes de enfermagem em que a inteligência artificial 
apoie processos cognitivos ou de raciocínio. A revisão final será reportada conforme as diretrizes 
do Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping 
Reviews. 
Conclusões: Esta revisão irá mapear e sintetizar a evidência sobre como a inteligência artificial 
apoia o juízo clínico em enfermagem, analisando tecnologias utilizadas, processos cognitivos vi-
sados e contextos de aplicação. Ao identificar resultados e lacunas, pretende clarificar o potencial 
da inteligência artificial para reforçar o raciocínio e a tomada de decisão dos enfermeiros, orien-
tando futuras investigações e práticas. 
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Introduction 

The promise that artificial intelligence (AI) will revolutionise 
healthcare has captured imaginations, commanded headli-
nes, and mobilized unprecedented investments.1,2 Yet for 
nursing—a profession whose essence lies in the nuanced in-
terpretation of human experience within complex care con-
texts—this technological revolution presents a profound 
paradox.3 While AI excels in pattern recognition and algo-
rithmic processing, the cornerstone competency of clinical 
judgement in nursing relies on interpretative, relational, and 
context-sensitive cognitive processes that appear fundamen-
tally at odds with computational logic.4 This tension raises a 
critical question: Can AI meaningfully support clinical judg-
ment without fundamentally altering its nature? 

Recent evidence indicates that deficits in clinical judg-
ment are a critical contributor to adverse patient outcomes 
and persistent safety challenges. It has been reported that 
fewer than 10% of new graduate nurses achieve an accepta-
ble level of clinical judgment upon entering practice, high-
lighting an important educational gap,5 and widespread 
deficits in recognizing and interpreting salient patient data 
continue to be reported.6,7 Errors related to medication ad-
ministration, failure to rescue, and missed care are closely 

linked to inadequate clinical judgment, resulting in pre-
ventable patient harm and increased healthcare costs.8–10 
Moreover, the increasing complexity of patient care, driven 
by multimorbidity and rapid healthcare knowledge expan-
sion, exacerbates these risks and challenges nurses’ capac-
ity to make timely, accurate decisions.11,12 Addressing these 
critical gaps requires novel strategies to support clinical 
reasoning and judgment, including the integration of inno-
vative technologies such as AI. 

Clinical judgment in nursing represents far more than de-
cision-making or problem-solving. It constitutes what Tan-
ner  describes as “an interpretation or conclusion about a 
patient’s needs, concerns, or health problems, and/or the 
decision to take action (or not), use or modify standard 
approaches, or improvise new ones as deemed appropri-
ate by the patient’s response”4(p204). Building upon Ben-
ner's13 foundational work on expertise development, 
contemporary scholars have refined this understanding 
through rigorous concept analysis. Connor et al., employ-
ing Rodgers' evolutionary method, propose that clinical 
judgment is “a reflective and reasoning process  that 
draws upon all available data, is informed by an extensive 
knowledge base and results in the formation of a clinical 
conclusion”14(p3336). This definition emphasises the 
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integrative nature of the process, while Uppor et al., using 
Walker and Avant's framework, identify core attributes in-
cluding observation, interpretation, prioritisation, re-
sponse, and reflection.15 

However, this apparent conceptual clarity masks persis-
tent theoretical confusion. Simmons' seminal analysis re-
vealed troubling inconsistencies in how clinical reasoning, 
clinical judgment, decision-making, and critical thinking are 
defined and operationalised across nursing literature.16 Mo-
hammadi-Shahboulaghi et al. provide a more complex view 
of clinical reasoning by presenting it as a holistic, recursive 
activity shaped by both intuitive and analytical processes.17 
The interpretative complexity deepens considering Nagels' 
conceptualisation of clinical judgment as a cognitive schema 
that combines data interpretation, rational decision-making, 
metacognitive control, and evaluation—processes that resist 
algorithmic reduction.18 

The stakes of this conceptual ambiguity become particu-
larly acute in high-acuity environments such as intensive 
care units, where clinical judgment demands rapid synthesis 
of complex, often contradictory data, timely interventions, 
and dynamic adaptation to volatile patient conditions.19 In 
these contexts, the embodied knowledge and tacit under-
standing that Robert et al.20 and Benner13  identify as central 
to expert practice become not merely advantageous but es-
sential for patient survival.  

Educational institutions have struggled to address these 
complexities. Despite decades of research and develop-
ment, nurse educators continue to grapple with fundamen-
tal questions about how to teach and assess clinical 
judgment effectively.7 Studies by Kerns et al. reveal persis-
tent barriers in faculty preparation, curriculum design, and 
evaluation methods.21 Although tools such as the Lasater 
Clinical Judgment Rubric22 and simulation-based ap-
proaches guided by Tanner's framework have shown prom-
ise, the integration of clinical judgment development 
across nursing curricula remains fragmented and incon-
sistent.23,24 

Into this landscape of conceptual uncertainty and peda-
gogical challenge, AI technologies have entered with re-
markable speed and ambitious claims. Contemporary AI 
systems—encompassing machine learning classifiers, deep 
learning networks, natural language processing (NLP) al-
gorithms, and large language models (LLMs)—demon-
strate unprecedented capabilities in pattern recognition, 
data processing, and prediction generation.25,26 These tech-
nologies have already found applications in nursing 
through documentation automation, workflow optimisa-
tion, and structured clinical decision support.27–29 

Yet a fundamental epistemological gulf separates what AI 
does well—prediction and algorithmic processing—from 
what clinical judgment requires—interpretative reasoning 
within relational contexts. This distinction demands care-
ful articulation. Prediction involves estimating outcomes 

based on data patterns, a task at which contemporary AI 
excels through statistical analysis of vast datasets. Deci-
sion-making typically involves selecting among predefined 
options based on explicit criteria. Clinical judgment, by 
contrast, encompasses what Manetti30 describes as a non-
algorithmic, interpretative process in which nurses inte-
grate evidence, contextual knowledge, ethical reasoning, 
tacit understanding, and relational awareness to determine 
appropriate actions within unique situational contexts.  

This distinction is not merely academic—it carries pro-
found implications for patient safety and professional prac-
tice. Without the interpretative work of clinical judgment, 
AI-generated predictions and recommendations remain 
what might be termed "epistemically inert"—potentially use-
ful data points that require human cognitive processing to 
become clinically meaningful and ethically actionable within 
person-centred care.31 The challenge lies not in whether AI 
can generate accurate predictions, but in how these predic-
tions can be meaningfully integrated into the complex cogni-
tive processes that constitute clinical judgment. 

Emerging research suggests that certain AI applications—
particularly LLMs and NLP systems—may offer novel ap-
proaches to supporting components of clinical reasoning, in-
cluding hypothesis generation, diagnostic clarification, and 
reflective practice.32,33 However, significant concerns persist 
regarding transparency, reliability, and ethical implications 
of AI integration in clinical judgment processes.34,35 The po-
tential for AI systems to either mitigate or exacerbate cogni-
tive biases in nursing practice represents a particularly 
pressing area requiring investigation.36,37 

From an educational perspective, AI-enabled tools present 
both unprecedented opportunities and significant risks. 
While these technologies may enhance clinical judgment, 
particularly through sophisticated simulation and personal-
ised feedback mechanisms,38–40 they also raise concerns 
about professional deskilling, over-reliance on technological 
support, and the potential erosion of the cognitive capacities 
that underpin autonomous practice. International profes-
sional bodies have begun to articulate such  concerns, em-
phasising that, in the absence of conceptual clarity and 
theoretical grounding, the uncritical adoption of AI risks un-
dermining core nursing competencies, potentially compro-
mising patient safety and professional standards.41 

Despite this growing recognition of AI's complex relation-
ship with clinical judgment, existing research synthesis re-
mains inadequate. Preliminary searches conducted in June 
2025 across major databases such as MEDLINE (via Pub-
med), CINAHL (via EBSCOhost), Scopus (Elsevier), and 
Web of Science (Clarivate) revealed that, while numerous re-
views explore AI applications in nursing education, workflow 
optimisation, and task automation, none specifically address 
the interaction between these technologies and the interpre-
tative, reflective, and relational dimensions of clinical judg-
ment. Recent scoping reviews by our team42 and systematic 
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reviews by Ruksakulpiwat et al.28 have identified that exist-
ing research focuses primarily on operational applications of 
AI in nursing practice, revealing an unexplored gap regard-
ing how AI might support—or potentially undermine—the 
cognitive processes central to professional nursing practice. 

Furthermore, searches were also conducted in the 
PROSPERO and the Open Science Framework (OSF) regis-
tries, and no protocols or ongoing reviews were identified 
addressing this topic. While Fernandes et al.43 proposed a 
scoping review on the contributions of AI to decision mak-
ing in nursing, their focus is broader and operational, pri-
marily addressing general decision support and workflow 
optimization, without exploring the theoretical, cognitive, 
and relational aspects of clinical judgment processes. 

This gap represents more than a simple oversight; it re-
flects a critical failure to engage with the theoretical and 
practical complexities at the intersection of AI and human 
clinical reasoning. Without a comprehensive understand-
ing of how AI technologies interact with clinical judgment 
processes, the nursing profession risks either uncritical 
adoption of potentially problematic technologies or reflex-
ive rejection of genuinely beneficial innovations. 

A scoping review is the most appropriate approach to ad-
dress this complex and emerging field. Following Arksey & 
O’Malley’s framework,44 refined by Levac et al.45 and aligned 
with Joanna Briggs Institute (JBI) guidelines,46 scoping re-
views are designed to map existing knowledge, identify key 
concepts and gaps, and clarify complex phenomena. Given 
the nascent state of research at the intersection of AI and 
clinical judgment, and the need to synthesise evidence across 
practice, education, and technology, this method represents 
the optimal choice. The insights generated will inform future 
theoretical work to advance an epistemologically robust and 
practice-relevant understanding of AI-supported clinical 
judgment in nursing. 

This scoping review aims to systematically map and 
synthesize existing knowledge regarding the application 
of AI technologies to support clinical judgment in nurs-
ing practice. 

Specifically, this review will: 
• Map the landscape of AI technologies that have been 

applied to support clinical judgment in nursing; 
• Identify and categorize the cognitive components of 

clinical judgment that AI applications target; 
• Synthesize evidence regarding outcomes, effectiveness, 

and challenges of AI-supported clinical judgment; 
• Examine contextual factors influencing AI integration 

across different practice settings; 
• Identify knowledge gaps and propose directions for 

future research and theory development. 
By providing this comprehensive mapping, we aim to es-
tablish a robust foundation for evidence-informed policy 
development, educational innovation, and ethical integra-
tion of AI technologies in nursing practice. This work will 

contribute to the emerging theoretical understanding of AI-
augmented clinical judgment—a paradigm where technol-
ogy enhances rather than replaces the cognitive, ethical, 
and relational dimensions that define professional nursing 
practice. 

The urgency of this synthesis cannot be overstated. As AI 
technologies continue their rapid proliferation across 
healthcare settings, the nursing profession faces a critical 
juncture. The choices made today regarding how these 
tools integrate with clinical judgment processes will shape 
the future of nursing practice, education, and professional 
identity. This review seeks to ensure these choices are in-
formed by rigorous evidence rather than technological en-
thusiasm or uninformed resistance. 

Methodology 

The proposed scoping review will be conducted following 
the latest JBI methodology for scoping reviews.44,47–49 

This review protocol has been prospectively registered 
on the Open Science Framework (OSF) under the title 
“Artificial Intelligence to Support Clinical Judgement in 
Nursing: A Scoping Review” (Registration DOI: 
https://doi.org/10.17605 /OSF.IO/UH7RA). 

The scope of data extraction and synthesis has been de-
signed to provide conceptual insights that will contribute to 
further theory development. 

Review Question 

To address the objetive of this review, and using the Popu-
lation, Concept, Context (PCC) framework recommended 
by JBI46, our research question is: 
• What AI technologies have been developed, imple-

mented, or evaluated to support clinical judgment 
processes (Concept) among nurses (Population) in 
clinical practice and educational settings (Context)? 

In addition, the review will explore the following sub-ques-
tions: 
• In which nursing populations (e.g., registered nurse, 

advanced practice registered nurse) has AI been ap-
plied to support clinical judgment? 

• What types of AI systems (e.g., machine learning, 
rule-based algorithms, LLMs) have been used to sup-
port the process of clinical judgment? 

• In which clinical settings (e.g., hospitals, ICUs, com-
munity care, educational environments) has AI been 
implemented for this purpose? 

• How is "clinical judgment" defined or operationalised 
in the included studies? 

• What components of clinical judgment (e.g., assess-
ment, interpretation, inference, reflection) are tar-
geted by the AI tools? 
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• What are the reported outcomes, benefits, risks, or 
challenges associated with AI-supported clinical judg-
ment in nursing? 

• What conceptual definitions, attributes, antecedents, 
and consequences of AI-supported clinical judgment 
are described in the literature? 

Inclusion Criteria 

The Participants, Concept, and Context (PCC) mnemonic de-
fines the key criteria that reviewers will use to determine the 
eligibility of studies for inclusion in this scoping review.46 

Participants 

This review will include studies involving nurses from any 
field of practice (e.g., general care, critical care, community 
health, long-term care, or education). Studies involving 
nursing students may also be included if the intervention or 
application of AI is explicitly aimed at supporting the devel-
opment or simulation of clinical judgment. Studies focusing 
exclusively on other healthcare professionals (e.g., physi-
cians, physiotherapists) will be excluded unless findings re-
lated to nurses are clearly reported and distinguishable. 

Concept 

The core concept under investigation is the use of AI to sup-
port clinical judgment in nursing. This includes any form of 
AI—such as machine learning models, rule-based systems, 
decision trees, NLP, or LLMs—that is designed or used to 
assist nurses in interpreting clinical situations, reasoning, 
prioritizing, anticipating complications, or reflecting on ac-
tions. For this review, clinical judgment is defined as the 
interpretative, evaluative, and reflective process through 
which nurses assess, analyze, and respond to complex pa-
tient conditions.4,14 Studies that focus exclusively on auto-
mated decision-making, task automation, or workflow 
optimization without reference to cognitive processes, rea-
soning, or judgment will be excluded. 

Context 

This review will consider studies conducted in any 
healthcare setting, including acute care, intensive care 
units, emergency departments, primary care, community 
health, long-term care, and nursing education environ-
ments. No restrictions will be placed on geographic loca-
tion, cultural setting, or population subgroup. However, 
studies that do not clearly describe the nursing context or 
that present data in a way that prevents the identification 
of nursing-specific findings will be excluded. 

Types of Sources 

This scoping review will include a broad range of study de-
signs to comprehensively capture the existing evidence on the 
use of AI to support clinical judgment in nursing. Eligible 
sources will encompass experimental and quasi-experi-
mental designs, such as randomized controlled trials, non-
randomized controlled trials, pre-post intervention studies, 
and interrupted time-series analyses. Analytical observa-
tional studies, including prospective and retrospective cohort 
studies, case-control studies, and analytical cross-sectional 
studies, will also be considered. Descriptive observational de-
signs, such as case series, case reports, and descriptive cross-
sectional studies, will be included when relevant. 

Qualitative studies will be eligible if they explore nurses’ 
experiences, perceptions, or reasoning processes about AI 
and clinical judgment. These may include, but are not lim-
ited to, research grounded in phenomenology, grounded the-
ory, ethnography, qualitative description, or action research. 

In addition, systematic reviews that align with the inclu-
sion criteria and contribute to the review objective will be 
considered. Theoretical articles, expert opinions, and dis-
cussion papers will also be included if they provide relevant 
conceptual insights into how AI may influence, support, or 
interact with clinical judgment in nursing contexts. 

All sources must explicitly pertain to nursing practice or 
education and address the cognitive, interpretative, or rea-
soning dimensions of clinical judgment supported by AI. 

Search Strategy 

The search strategy will aim to identify both published and 
unpublished literature relevant to the use of AI to support 
clinical judgment in nursing. A three-step search strategy 
will be employed in accordance with the JBI methodology. 

First, an initial limited search of MEDLINE (via PubMed) 
and CINAHL (via EBSCOhost) was conducted to identify 
relevant articles on the topic. The text words contained in 
the titles and abstracts of retrieved articles, as well as the 
index terms used to describe them, were analyzed to inform 
the development of a comprehensive search strategy. This 
full strategy will be tailored for use across the following da-
tabases and sources of evidence: MEDLINE (PubMed), 
CINAHL (EBSCO), Scopus (Elsevier), Web of Science (Cla-
rivate), and IEEE Xplore (for technological literature). 

The final search strategy, including all keywords and in-
dex terms, will be adapted to each information source. Ref-
erence lists of all included sources of evidence will be 
screened to identify additional studies. In particular, the re-
ference lists of included primary studies and relevant sys-
tematic reviews will be examined. Where appropriate, 
citation tracking tools and snowballing techniques will be 
employed to ensure literature saturation. 
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The search will include studies published in any language 
from January 2015 onwards, a timeframe selected to cap-
ture contemporary developments in AI driven by advances 
in deep learning and large language models (LLMs); the re-
view team is proficient in English, Spanish, and Portu-
guese, enabling direct assessment of articles in these 
languages, while translations will be sought as needed for 
other languages to ensure comprehensive coverage. 

Sources of unpublished studies and grey literature to be 
included in the search are: OpenGrey; ProQuest Dissertati-
ons & Theses Global; Preprint servers such as medRxiv and 
arXiv; and Organisational websites such as those of the 
World Health Organization (WHO) and International 
Council of Nurses (ICN). 

Additionally, expert consultation and contact with corre-
sponding authors of key studies may be undertaken to 
identify relevant unpublished or ongoing work. 

Study/Source of evidence selection 

An example of a complete search strategy is documented in 
detail in Appendix 1, and all procedures will follow best 
practices in search transparency. If feasible, the strategy 
will be peer-reviewed using the PRESS checklist (Peer Re-
view of Electronic Search Strategies).50 Following the 
search, all identified citations will be imported into Rayyan 
QCRI, a web-based platform developed to assist with 
screening in systematic and scoping reviews.51 Duplicate 
entries will be automatically identified and removed within 
Rayyan. Subsequently, two independent reviewers will 
screen the titles and abstracts against the pre-established 
inclusion criteria, following a calibration phase through pi-
lot testing. 

Full-text articles of potentially relevant studies will then 
be retrieved and managed using Zotero (Version 7.0.15, 
Corporation for Digital Scholarship, VA, USA).52 These full 
texts will be assessed in detail by two independent review-
ers to determine eligibility. Any disagreements arising at 
any stage of the selection process will be resolved through 
discussion or with the involvement of a third reviewer. Rea-
sons for exclusion at the full-text stage will be recorded and 
reported in the final review. 

The search and selection process will be documented in 
full and presented in the final scoping review using a flow 
diagram, as recommended by the Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses extension 
for Scoping Reviews (PRISMA-ScR).53,54 

Data extraction 

Data will be extracted by two independent reviewers using 
a structured data extraction tool developed specifically for 
this review, based on the JBI data extraction template for 

scoping reviews. The tool will be pilot-tested on a small 
sample of included studies (n = 3 to 5) to ensure con-
sistency, clarity, and relevance to the review objectives. Any 
necessary adjustments will be made to the form following 
this pilot phase, and the final version will be appended to 
the full review. If substantial changes are made to the data 
extraction tool following piloting, these will be transpar-
ently reported in the final review. The final version of the 
extraction form will be included as an appendix. 

A draft data extraction form is provided (see Appendix 2). 
The data extraction tool will be iteratively modified and re-
fined, if necessary, during the data extraction process for 
each included source of evidence. Any modifications made 
to the tool will be documented and described in the final 
scoping review to ensure transparency. Data extraction will 
be conducted independently by two reviewers. Any discrep-
ancies will be resolved through discussion or, if needed, ad-
judicated by a third reviewer. When necessary, authors of 
included studies may be contacted to clarify or provide 
missing data relevant to the review questions. 

Following JBI guidance for scoping reviews, no formal 
critical appraisal of individual sources of evidence will be 
undertaken. This review aims to map the existing literature 
and identify key concepts and research gaps, rather than to 
assess the methodological quality of included studies.  

Data analysis and presentation 

The data extracted will be analyzed descriptively and sys-
tematically mapped to directly address the objectives and 
research questions of the review. Results will be presented 
using a combination of narrative synthesis, tabulated sum-
maries, and graphical representations (e.g., charts or con-
cept maps) to illustrate key characteristics of the included 
studies, the types of AI tools, the cognitive components tar-
geted, and the reported outcomes. When appropriate, a 
basic qualitative content analysis will be employed to cate-
gorize and synthesize thematic elements related to clinical 
judgment definitions, conceptual attributes, and contex-
tual factors. This approach aligns with the JBI methodol-
ogy, ensuring a comprehensive and transparent evidence 
mapping process.46,47,49 

A narrative summary will accompany all tabulated and 
charted results. This summary will synthesise the findings 
and describe how the evidence relates to the review’s objec-
tive and questions, identifying patterns, gaps, and implica-
tions for nursing practice, education, and future research. 

Furthermore, elements of framework synthesis and nar-
rative conceptual synthesis will be employed to facilitate 
the integration of theoretical and empirical insights. This 
approach will support the development of subsequent con-
cept analysis and theory synthesis, following the methodo-
logical principles outlined by Walker and Avant.55 Such 
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integration aims to advance a deeper theoretical under-
standing of how AI supports clinical judgment in nursing. 

Conclusion 

This scoping review protocol addresses a critical knowledge 
gap at the intersection of AI and clinical judgment in 
nursing. By employing rigorous JBI methodology and fo-
cusing specifically on cognitive, interpretative, and reaso-
ning processes rather than operational applications, to our 
knowledge this review will provide the first systematic sy-
nthesis of evidence examining how AI technologies support 
the core competencies that define professional nursing 
practice. 

The comprehensive search strategy and broad inclusion cri-
teria position this work to generate solid insights into an 
emerging field characterized by rapid technological advance-
ment and persistent challenges in clinical judgment compe-
tency. The expected outcomes will establish a foundational 
taxonomy of AI applications, identify key research gaps, and 
provide evidence-informed guidance for technology integra-
tion that preserves nursing's humanistic values while leverag-
ing computational capabilities. 

The findings of this review have the potential to inform cur-
riculum development, professional competency standards, 
and implementation policies, establishing a research agenda 
that engages with fundamental questions about human–ma-
chine collaboration in clinical reasoning. The knowledge gen-
erated may also guide the development of AI-enhanced tools 
and frameworks that support, rather than replace, the inter-
pretative wisdom central to nursing practice, thereby advanc-
ing both theoretical understanding and practical applications 
in contemporary healthcare environments. 
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Appendix 1. Complete search strategy. 

A comprehensive search was conducted in MEDLINE (via PubMed) in June 2025. 
The search strategy combined both index terms (MeSH) and free-text terms related to three core concepts: (1) artificial intelligence, (2)  
 
clinical judgment, and (3) nursing. Boolean operators (AND/OR) were used to combine search blocks.  
The search was limited to studies published in the last 10 years (from January 1, 2015 to June 30, 2025). No restrictions were applied to 
language or publication type. 
 
 

Search Number Search Query Results 

S1 

("Artificial Intelligence"[Title/Abstract] OR "Machine Learning"[Title/Abstract] OR "Natural 
Language Processing"[Title/Abstract] OR "AI"[Title/Abstract] OR "large language 
model*"[Title/Abstract] OR "LLM"[Title/Abstract] OR "Natural Language Processing"[Ti-
tle/Abstract] OR “deep learning”[Title/Abstract] OR Chatbot[Title/Abstract] OR “neural net-
work”[Title/Abstract] OR “conversational AI”[Title/Abstract] OR "Artificial 
Intelligence"[MeSH Terms] OR "Machine Learning"[MeSH Terms] OR "Deep Learn-
ing"[MeSH Terms] OR "Natural Language Processing"[MeSH Terms] OR "Large Language 
Models"[MeSH Terms]) AND (2015/1/1: 2025/6/30[pdat]) 

377,491 

S2 

("Cognitive Reasoning"[Title/Abstract] OR "Diagnostic Reasoning"[Title/Abstract] OR "Clini-
cal Judgement"[Title/Abstract] OR “Clinical Judgment”[Title/Abstract] OR "Clinical Reason-
ing"[Title/Abstract] OR “clinical inference”[Title/Abstract] OR "Decision 
Making"[Title/Abstract] OR "Clinical Reasoning"[MeSH Terms] OR "Clinical Decision-Mak-
ing"[MeSH Terms]) AND (2015/1/1: 2025/6/30[pdat]) 

190,616 

S3 (("nurs*"[Title/Abstract] OR "nursing"[MeSH Terms]) OR "Nursing Research"[MeSH Terms] 
OR "Nurses"[MeSH Terms]) AND (2015/1/1:2025/6/30[pdat]) 242,414 

S4 S1 AND S2 AND S3 283 

 
 
Results: 
Total records retrieved in MEDLINE (via PubMed): 283 
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Appendix 2. Data extraction instrument. 

Scoping Review Details 

Scoping Review title Artificial Intelligence to Support Clinical Judgment in  
Nursing: a Scoping Review of Current Evidence 

Review objective/s 
To map and characterise how artificial intelligence has been used to support clinical judg-
ment in nursing practice, identifying conceptual uses, defining attributes, antecedents, con-
sequences, and reported relationships of this phenomenon. 

Review question/s 
Primary: How has AI been used to support clinical judgment in nursing practice? Sub-ques-
tions: What conceptual definitions, attributes, antecedents, and consequences are described 
in the literature? 

Inclusion/Exclusion Criteria 

Population Registered nurses, nurse specialists, and nursing students 

Concept Use of artificial intelligence to support clinical judgment  
(interpretative, evaluative, reflective processes) in nursing practice 

Context All healthcare and educational settings relevant to nursing 

Types of evidence sources Quantitative, qualitative, mixed methods studies; theoretical papers;  
discussion papers; systematic reviews; grey literature 

Evidence source Details and Characteristics 

Citation details Author(s), date, title, journal, volume, issue, pages 

Country Country of study 

Context Clinical or educational setting; healthcare environment 

Participants Nursing role (RN, specialist, student); level of experience;  
age/sex (if relevant); number of participants 

Details/Results extracted from the source of evidence 
(in relation to the concept of the scoping review) 

Term or conceptual label used Clinical Judgment, Decision Making, Reasoning, Cognitive Reasoning,  
Diagnostic Reasoning, other 

Conceptual definition (if stated) Definitions or descriptions provided by the authors 

Attributes of the concept Cognitive dimensions (assessment, interpretation, inference, reflection, etc.) 

Antecedents (precursors,  
enabling factors) 

Factors identified as influencing the emergence or use of 
AI-supported Clinical Judgment 

Consequences  
(outcomes, effects) Individual (nurse), patient, team, organisational outcomes — positive or negative 

Components of Clinical Judg-
ment targeted 

Assessment, interpretation, inference, prioritisation,  
hypothesis generation, reflective evaluation 

Type of AI used Machine learning, rule-based systems, neural networks, LLMs, NLP, other 

Purpose of AI intervention What the AI system was designed to support (diagnosis, reasoning,  
reflection, risk prediction, etc.) 

Interaction with  
cognitive processes Description of how the AI system interacts with the nurse’s cognitive work 

Reported benefits Stated benefits for nurses or patients 

Reported risks or challenges Stated risks, concerns, or limitations 

Implications for practice  
or education Key implications suggested by the authors 

Other notes Other relevant observations or comments 
 


